Limits on the High-Energy Gamma and Neutrino Fluxes from the SGR 1806-20 Giant Flare of 27 December 2004 with the AMANDA-II Detector
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Introduction.—Soft gamma-ray repeaters (SGRs) are x-ray pulsars which have quiescent soft (2–10 keV) periodic x-ray emissions with periods ranging from 5 to 10 s and luminosities of the order of $10^{33–35}$ erg/s. They exhibit repetitive bursts lasting $\sim 0.1$ s which reach peak luminosities of $\sim 10^{41}$ erg/s in x rays and $\gamma$ rays. There are four known SGRs, three in the Milky Way (including SGR 1860-20) and one in the Large Magellanic Cloud. Three of the four known SGRs have had hard spectrum ($\sim$MeV energy) giant flares with luminosities reaching up to $\sim 10^{47}$ erg/s. The first of these giant flares (from SGR 0525-66) was observed on 5 March 1979 by the Venera 11 and 12 spacecraft. SGR 1900 + 14 exhibited a giant flare in 1998 [1]. The most recent and brightest flare came from SGR 1806-20 on 27 December 2004. This flare lasted about 5 min (the duration of the initial spike was $\sim 0.2$ s) and had a peak luminosity of $\sim 2 \times 10^{47}$ erg/s and a total energy emission of $\sim 5 \times 10^{46}$ erg [2], which made it the most luminous transient event ever observed in the Galaxy. This flare was observed by several satellite experiments [3–5], although they saturated during the blast. Recent estimates locate the source at a distance of $15.1^{+1.3}_{-1.8}$ kpc [6], but this value is still under debate [7].

The favored “magnetar” model for these objects is a neutron star with a huge magnetic field ($B \sim 10^{15}$ G). These giant flares can be explained as global crustal fractures due to magnetic field rearrangements liberating a high flux of x rays and $\gamma$ rays [8].

The uncertainties in the spectral measurement are large, but fits to the data favor the presence of a nonthermal component [2,9], which would imply an important high-energy emission. Indeed, SGRs have been proposed as the sources of the ultra-high-energy cosmic rays [10].

The possibility of using underground detectors to observe the muons produced in the electromagnetic showers induced by TeV gammas generated in these flares was presented in Ref. [11]. There have also been suggestions of high-energy neutrino production. Gelfand et al. [12] interpret the observations of an expanding radio source [13] as the hint of a baryonic fireball. Ioka et al. [14] also argue that high-energy neutrino production can be related to the fraction of burst energy released in the form of baryons.

On 27 December 2004, a giant $\gamma$ flare from the Soft Gamma-Ray Repeater 1806-20 saturated many satellite gamma-ray detectors, being the brightest transient event ever observed in the Galaxy. AMANDA-II was used to search for down-going muons indicative of high-energy gammas and/or neutrinos from this object. The data revealed no significant signal, so upper limits (at 90% C.L.) on the normalization constant were set: $0.05(0.5)$ TeV$^{-1}$ m$^{-2}$ s$^{-1}$ for $\gamma = -1.47 (-2)$ in the gamma flux and $0.4(6.1)$ TeV$^{-1}$ m$^{-2}$ s$^{-1}$ for $\gamma = -1.47 (-2)$ in the high-energy neutrino flux.
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the background of atmospheric muons becomes negligible [11], thereby allowing a search for TeV γ rays and down-going TeV neutrinos.

The IceCube collaboration, which operates the AMANDA detector, follows a policy of blindness in its analysis strategies. By studying the expected backgrounds and signals prior to looking at the data, the analysis can be designed in an unbiased fashion. In the case of expected small signals, this is particularly relevant for having a clear procedure to determine the probability of an event to be produced by background. Thus, in this analysis, the determination of the optimum selection criteria is done using the simulation of the signal and comparing it with the expected background. The procedure, similar to that used in the search for upward moving neutrinos from gamma-ray bursts [18], is as follows: (i) The background on source and off time is calculated using real data, keeping blind 10 min around the burst onset. About 1 d of off-time data was used to monitor the stability of the detector. (ii) The signal from the source is simulated in order to estimate the angular resolution and the effective area of the detector. (iii) The appropriate time window is estimated, based on the flare onset times given by different x-ray satellites and their counting rates. (iv) The optimum search bin size is found by minimizing the model discovery factor (MDF) [19], defined as

$$MDF = \frac{\mu(n_\nu, C.L., SP)}{n_s}$$

where $\mu$ is the Poisson mean of the number of signal events which would result in rejection of the background hypothesis, at the chosen C.L., in statistical power (SP) percent of equivalent measurements, and $n_s$ is the number of signal events predicted by the model. This definition is analogous to the model rejection factor (MRF) (see Ref. [19]) that is used for setting upper limits. In the case of the MDF, the bin size is optimized to maximize the probability of discovery (for C.L. corresponding to five sigma and SP = 90%). (v) Once the optimum search bin size has been found, the unblinding of the data is done; i.e., the events inside the time window and the search bin are counted. (vi) This number of events is translated into a flux, or a flux limit if no significant excess is found through the knowledge of the expected signal in the detector for the given analysis cuts.

Although both TeV γ rays and neutrinos produce muons in the detector array, the optimal choice of selection criteria depends on the assumed signal. The analysis was optimized to the TeV γ signal. Any further optimization for a neutrino signal would be more than offset by the penalty for an additional trials factor.

Data and simulation.—In order to have a background estimate for the flare, a time and angular window have to be defined around the flare at equatorial coordinates (J2000): right ascension = UT 18:08:39.34; declination = $-20^\circ$ $39.7^\prime$ [13,20,21]. The bulk of the flare energy was concentrated in less than 0.6 s. The counting rate of the Burst Alert Telescope on board the Swift spacecraft drops by more than 2 orders of magnitudes after 0.6 s from the onset of the burst [9]. Based on the observation time for each satellite [3,5,22–24], and accounting for their positions, the expected signal times in AMANDA were calculated. The spread of the resulting times indicate that a safe window is 1.5 s, centered at UT 21:20:26.6 of 27 December 2004, the onset time of the flare.

To evaluate the performance of the detector, simulations were performed for several input signals. The CORSIKA-QGSJET01 [25] and ANIS [26] codes were used to simulate the photon (and proton) and neutrino interactions, respectively. The range of generated energies for photons was $10^{5}$–$10^{7}$ TeV and for protons was 10 GeV to $10^{4}$ TeV. The tracks were reconstructed with the same iterative log-likelihood fitting procedure that was applied to the real data.

The angular resolution for different cuts has been studied using the simulation of down-going muons generated by cosmic rays. The angular resolution, defined as the median of the angular difference between the true and the reconstructed track, is 3.5°. This value was obtained using atmospheric down-going muon high statistics simulations, and it was checked that this result is robust within 0.1° for the expected signals of photons and neutrino induced muons. We also considered a variety of spectral indices for the γ-ray spectrum assuming values given in Ref. [11], and we found that the angular resolution is almost independent of the spectral index. The effective areas, defined as the equivalent area for a perfect detector that is able to detect particles with 100% efficiency, for gammas and neutrinos are shown in Fig. 1 as a function of the energy.

As noted earlier, the optimum angular window is determined by minimizing the MDF. In Fig. 2 we show the
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\( A_{90} = 0.4(6.1) \text{ TeV}^{-1} \text{ m}^{-2} \text{ s}^{-1} \) while the model predicts (accounting for oscillations) 1.7(4.1 \times 10^{-4}) in the same units. We are thus able to exclude an extremely hard neutrino spectrum extrapolated from the measured MeV photon flux. On the other hand, our limit on the high-energy neutrino fluence is still at least 1 order of magnitude larger than the fluence predicted in Ref. [12].

**Conclusions.** —In summary, we have searched for TeV gammas and neutrinos associated with the 27 December 2004 giant flare from SGR 1806-20. We have demonstrated that the background in underground neutrino arrays such as AMANDA or IceCube is low enough so that they can be used as TeV \( \gamma \) detectors for transient events. This is an important result since these detectors offer a large duty cycle and a wide field of view. This analysis of AMANDA data yielded no muons coincident with the flare. We used this muon nonobservation to place stringent limits on TeV radiation from this source, ruling out some hypothesis proposed in previous papers.
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